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A B S T R A C T

Transformer-based image denoising methods have shown remarkable potential but suffer from high computa-
tional cost and large memory footprint due to their linear operations for capturing long-range dependencies.
In this work, we aim to develop a more resource-efficient Transformer-based image denoising method
that maintains high performance. To this end, we propose an Efficient Wavelet Transformer (EWT), which
incorporates a Frequency-domain Conversion Pipeline (FCP) to reduce image resolution without losing critical
features, and a Multi-level Feature Aggregation Module (MFAM) with a Dual-stream Feature Extraction Block
(DFEB) to harness hierarchical features effectively. EWT achieves a faster processing speed by over 80% and
reduces GPU memory usage by more than 60% compared to the original Transformer, while still delivering
denoising performance on par with state-of-the-art methods. Extensive experiments show that EWT significantly
improves the efficiency of Transformer-based image denoising, providing a more balanced approach between
performance and resource consumption.
1. Introduction

Image denoising stands as a prominent subject within the domain
of image restoration, seeking to reconstruct a pristine image from one
afflicted by noise. As a pivotal step in numerous practical applications,
the quality of denoised images markedly influences the efficacy of
subsequent tasks, including but not limited to image classification (Liu,
Jiao, & Tang, 2019; Wu et al., 2023), image segmentation (Shim, Yu,
Kong, & Kang, 2023; Wei & Ye, 2022), and target detection (Shih, Chiu,
Lin, & Bu, 2019; Zhang, Liu, & Lu, 2022). Nevertheless, it remains
a formidable challenge owing to its nature as an ill-posed inverse
problem.

Over the past few decades, researchers have undertaken exten-
sive explorations and endeavors in the realm of single image denois-
ing (SID). SID methodologies can be broadly categorized into tra-
ditional denoising methods (Im, Apley, & Runger, 2012; Jorgensen
& Hansen, 2011) and learning-based methods. Traditional methods
typically employ iterative processes, rendering them inefficient and
beset with poor generalization performance. Conversely, learning-based
approaches aim to directly acquire the mapping between noisy and
clean images, endowing the model with inherent denoising capabilities.

∗ Corresponding authors.
E-mail addresses: bdcheng@stu.xidian.edu.cn (B. Cheng), zeng@math.cuhk.edu.hk (T. Zeng).

Notably, the advent of deep learning across diverse domains, coupled
with the remarkable performance of convolutional neural networks
(CNN) in computer vision, has led to the emergence of several CNN-
based SID techniques (Ma, Li, Zhang, & Li, 2022; Park, Yu, & Jeong,
2019; Shen, Zhao, & Zhang, 2023; Xu et al., 2021; Zhang, Tian, Kong,
Zhong, & Fu, 2021). These methods harness the potent feature extrac-
tion capabilities of CNNs, employing specially crafted strategies for
learning and training, ultimately yielding promising results.

The performance of CNN-based methods is indeed better than tra-
ditional methods. However, the working mechanism of CNN still has
some limitations. Specifically, CNN uses shared convolutional layers to
extract image features, which can only extract some local features, so
the relationship between pixel-level features cannot be extracted. For
SID, fine-grained features are important for high-quality image recon-
struction. To solve these problems, the most widely used method is to
increase the depth of the network and adjust the connection method.
However, this will lead to an explosion in the number of parameters,
affect the inference speed, increase GPU memory consumption, and is
not conducive to model deployment. Therefore, it is necessary to build
a model that can effectively capture global information.
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Table 1
Investigation on the relationship between various indicators of traditional Transformer
and input image resolution.

Case Patchsize Time GPU FLOPs

1 256 13.77 s 8429 MiB 18.24 G
2 512 29.60 s 12301 MiB 30.06 G
3 1024 45.93 s 23814 MiB 58.47 G

Recently, with the outstanding performance of Transformer in Nat-
ral Language Processing (NLP), some works began to introduce Trans-
ormer to computer vision and achieved good performance. However,
hese models are mostly designed for high-level vision tasks, such as
mage recognition (Dosovitskiy et al., 2020), target detection (Liu et al.,
021), and image segmentation (Liang et al., 2020). These tasks only
equire the model to infer a certain probability distribution or gen-
rate some degraded images. Therefore, the downsampling operation
an be performed on image features before it is sent to the Trans-
ormer to compress feature information and reduce computational and
torage overhead. However, this is not suitable for image restoration
asks since downsampling will lose a lot of information and affect
he model performance. Although some studies (Chen et al., 2021;
iang et al., 2021) have incorporated Transformers into their models
ith promising results, the use of matrix operations on each pixel in
n image leads to significant time and space overhead. Meanwhile,
his phenomenon will worsen rapidly as the input image resolution
ncreases (Table 1). To mitigate this, many Transformer-based image
estoration approaches use the patch processing method, dividing the
mage into smaller patches for operation. Although this method can
educe the computational load, it still requires substantial GPU mem-
ry, prolonging inference times. Consequently, achieving a balance
etween performance and resource efficiency remains a challenge for
hese methods.

To address the bottleneck of Transformer in image restoration,
specially in SID, we propose an Efficient Wavelet-Transformer (EWT).
pecifically, we introduce an image compression strategy with a
requency-domain Conversion Pipeline (FCP). FCP is designed based
n Discrete Wavelet Transform (DWT) and Inverse Wavelet Transform
IWT), which take advantage of the reversible characteristics of wavelet
s the sampling unit for model input and output. This pipeline can
reserve image features while reducing the image resolution, thereby
ffectively increase the inference speed of the model and reduce a large
umber of GPU memory occupations. In the network backbone, we
ropose an efficient multi-level feature aggregation module (MFAM).
FAM consists of a series of Dual-stream Feature Extraction Block

DFEB), which combine Transformer and CNN to realize the extraction
nd fusion of local and global features. The contributions of this work
re as follows:

• We propose a novel Efficient Wavelet-Transformer (EWT) for SID.
This is the first attempt of Transformer in wavelet domain, which
increases the speed of the original Transformer by more than 80%
and reduces GPU memory consumption by more than 60%.

• We propose an efficient Multi-level Feature Aggregation Module
(MFAM), which consist of specially designed Dual-stream Feature
Extraction Blocks (DFEB) that combines the advantages of CNN
and Transformer to help the model extract different levels of
image features.

• We demonstrate the effectiveness of wavelets in Transformer
models. Solve the drawbacks of the slow inference speed and high
GPU memory usage of Transformer in image restoration tasks.

The rest of this paper is organized as follows. Related works are
eviewed in Section 2. A detailed explanation of the proposed EWT is
iven in Section 3. The experimental results and ablation analysis are
resented in Section 4 and 5, respectively. The limitation and feature
orks are provided in Section 6. Finally, we draw a conclusion in
ection 7.
2

. Related works

Recently, several Transformer methods for image denoising have
een proposed and the effectiveness of Transformer in this task has
een demonstrated. Although these methods have achieved gratifying
erformance, they do not consider the carrying capacity of the equip-
ent, which is not conducive to the promotion and application of
ransformer in image restoration. In this paper, we aim to explore an
fficient Transformer model for image denoising that considers both
odel performance and resource consumption.

.1. CNN-based SID methods

As deep learning has progressed, CNN-based Single Image Denoising
SID) methods have demonstrated advanced outcomes. The triumph
f these approaches can be ascribed to their robust feature extraction
apabilities and intricately designed network structures, enabling the
xtraction of both coarse and fine-grained features through diverse
eceptive fields. For instance, Zhang, Zuo, Chen, Meng and and Zhang
2017) introduced DnCNN, a method tailored for Gaussian noise re-
oval, achieving competitive results by leveraging batch normalization

nd residual learning. Yang and Sun (2017) proposed BM3D-Net, a
onlocal-based network that incorporated BM3D into CNN through
avelet shrinkage. Zhang, Zuo, and Zhang (2018) devised a flexible
FDNet, employing the noise level map and the noisy image as inputs
or image denoising. Fang, Li, Yuan, Zeng, and Zhang (2021) put forth a
ulti-level edge features guided MLEFGN, optimizing the use of edge

eatures for reconstructing noise-free images. Bai, Liu, Yao, Lin, and
hao (2023) proposed a Multi-Stage Progressive Denoising Network
MSPNet), which decomposes the image denoising task into sub-tasks
nd progressively removes noise through a series of stages. Wu, Liu,
ia, and Zhang (2024) proposed a Dual-branch Residual Attention
etwork (DRANet) for image denoising, which has both the merits of
wide model architecture and the attention-guided feature learning.

he proposed DRANet includes two different parallel branches, which
an capture complementary features to enhance the learning ability
f the model. Jiang, Lu, Chen, Lu, and Lu (2023) proposed a Graph
ttention in Attention Network (GAiA-Net) for image denoising, which
onstruct a graph from noisy image patches and utilize k-nearest neigh-
ors to initialize edges, enabling the capture of both pixel-level and
tructure-level features through iterative learning.

Most of the methods discussed above have focused on developing
fficient modules for capturing local features to reconstruct noise-free
mages. Additionally, to recover finer details, several studies (Cui &
noll, 2023; Park et al., 2019; Yu, Park, & Jeong, 2019; Zhuge, Wang,
u, & Xu, 2023) have chosen to deepen the network architecture,

eading to a significant increase in the number of model parameters.
owever, this enlargement in parameter count tends to result in larger
odel sizes and slower execution times, which will hinder their practi-

al application in real-world scenarios. Therefore, our research aim to
nvestigate a more powerful model that is capable of more effectively
ncoding the global information within images without compromising
n computational efficiency.

.2. Transformer-based IR methods

To capture the intricate dependencies among pixel-level features, re-
ent works have begun to integrate Transformers into image restoration
asks, such as IPT (Chen et al., 2021) and SwinIR (Liang et al., 2021).
mong them, IPT draws on the network structure of DERT (Carion
t al., 2020), and uses a convolutional layer with a step size of 3

to reduce the dimensionality of the image. Although this approach
can alleviate the dimensionality problem, it is very demanding on
GPU storage, training dataset, and inference time. SwinIR directly
migrated Swin Transformer (Liu et al., 2021) to the image restora-
tion task, and achieved outstanding results. However, SwinIR stacks a
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Fig. 1. The complete architecture of the proposed Efficient Wavelet-Transformer (EWT).
large number of Transformers, which consumes a lot of inference time
and GPU memory. On this basis, a series of new Transformer image
restoration models are proposed, such as Uformer (Wang et al., 2022)
and Restormer (Zamir et al., 2022). Among them, Uformer constructs
a layered Transformer codec network, which uses a window-based
non-overlapping self-attention mechanism to reduce the amount of cal-
culation. Restormer uses a new encode-decode Transformer for global
and local representation learning on high-resolution images, without
the need for local window splitting, which makes it significantly im-
proved in performance. In addition, some works combine Transformer
with graph convolutional networks to achieve better global modeling.
For example, Jiang, Lu, Zhang and Lu (2023) proposed an AGP-Net,
which employ a novel graph construction method to capture long-
range dependencies at both pixel and patch levels. Meanwhile, AGP-Net
incorporates graph supplementary prior and graph noise prior to gen-
erate supplementary features and regularization noise for improving
the performance and generalization of image denoising. After that,
Jiang, Li, et al. (2023) also proposed an EFF-Net for SID. EFF-Ne
incorporates a Dynamic Hash Attention (DHA) module to mitigate the
negative impact of low-weight tokens on denoising performance and an
Enhanced Frequency Fusion (EFF) module to separate and fuse noisy
image content in the frequency domain, enabling the reconstruction of
different frequency components at various locations.

Despite these advancements, however, methods based on Trans-
formers for image restoration still face several challenges. One signifi-
cant issue is the high computational cost associated with Transformer-
based models, which can make real-time processing on resource-cons-
trained devices difficult. Moreover, these models are unfriendly when
processing high-resolution images since high-resolution images will
take up a large amount of GPU memory. Therefore, directly applying
related methods to SID tasks is not the best choice. This work aims to
explore a new Transformer architecture that can effectively reduce GPU
memory.

2.3. Wavelet-based IR methods

Wavelet is widely used in image processing tasks. With the rise of
deep learning, some studies combine wavelet with CNN and achieved
good results. For example, Bae, Yoo, and Chul Ye (2017) found that
learning on wavelet sub-bands is more effective, and proposed a
Wavelet Residual Network (WavResNet) for image restoration. After
that, Guo, Seyed Mousavi, Huu Vu, and Monga (2017) proposed a
deep wavelet super-resolution network to recover the lost details on
the wavelet sub-bands. Zhong, Shen, Yang, Lin, and Zhang (2018)
jointed the sub-bands learning with CliqueNet (Yang, Zhong, Shen,
& Lin, 2018) structures for wavelet domain super-resolution. Liu,
Zhang, Zhang, Lin, and Zuo (2018) proposed a Multi-level Wavelet-
CNN (MWCNN) for image restoration, which use multi-level wavelet
to deal with related tasks. Inspired by these methods, we intend to
explore the performance of Transformer in the wavelet domain and
build a more lightweight Transformer model with wavelet.
3

3. Efficient Wavelet-Transformer (EWT)

As shown in Fig. 1, we first use the FCP to downsample the im-
age, which can effectively separate high-frequency and low-frequency
features while reducing the resolution of the image. After that, a Multi-
level Feature Aggregation Module (MFAM) is introduced for feature
processing. This module can significantly improve the model inference
speed while ensuring effective feature extraction. Finally, we use the
FCP reverse sampling to restore the image and reconstruct the corre-
sponding noise-free image. Define 𝐼𝑛𝑜𝑖𝑠𝑦 ∈ 𝐻 × 𝑊 × 𝐶 as the input
noisy image, the FCP down-sampling layer 𝑓𝐹𝐶𝑃 will convert 𝐼𝑛𝑜𝑖𝑠𝑦 into
4 sub-images

𝐼𝐿𝐿, 𝐼𝐿𝐻 , 𝐼𝐻𝐿, 𝐼𝐻𝐻 = 𝑓𝐹𝐶𝑃 (𝐼𝑛𝑜𝑖𝑠𝑦), (1)

where 𝐼𝐿𝐿, 𝐼𝐿𝐻 , 𝐼𝐻𝐿, 𝐼𝐻𝐻 ∈ 𝐻
2 × 𝑊

2 ×𝐶 are 4 sub-images with different
frequencies. In this work, we concatenate them as the shallow features
𝐹𝑒 ∈

𝐻
2 × 𝑊

2 × 4𝐶 of EWT, and use them for feature extraction

𝐹𝑖𝑛 = 𝑓𝑐𝑜𝑛𝑣(𝐹𝑒), (2)

𝐹𝑜𝑢𝑡 = 𝑓𝑀𝐹𝐴𝑀 (𝐹𝑖𝑛), (3)

where 𝑓𝑐𝑜𝑛𝑣(⋅) is a 3 × 3 convolutional layer used to extract initial
features. And these features are sent to MFAM for further processing.
After that, a 3 × 3 convolutional layer is applied on the output 𝐹𝑜𝑢𝑡 to
obtain merged features 𝐹 ′

𝑜𝑢𝑡

𝐹 ′
𝑜𝑢𝑡 = 𝑓𝑐𝑜𝑛𝑣(𝐹𝑜𝑢𝑡), (4)

and the global residual learning strategy is used to aggregate 𝐹𝑒 and
𝐹 ′
𝑜𝑢𝑡 as the finally reconstructed feature

𝐹𝑟 = 𝐹𝑒 + 𝐹 ′
𝑜𝑢𝑡. (5)

Finally, FCP reverse sampling operation is used to transform the
features to the original resolution and reconstruct the noise-free image

𝐼 ′𝑐𝑙𝑒𝑎𝑛 = 𝑓𝐹𝐶𝑃𝑟(𝐹𝑟), (6)

where 𝑓𝐹𝐶𝑃𝑟(⋅) denotes FCP reverse sampling and 𝐼 ′𝑐𝑙𝑒𝑎𝑟 is the recon-
struct clean image.

During training, EWT is optimized with 𝐿1 loss function. Given a
training dataset

{

𝐼 𝑖𝑛𝑜𝑖𝑠𝑦, 𝐼
𝑖
𝑐𝑙𝑒𝑎𝑛

}𝑆

𝑖=1
, we solve

�̂� = arg min
𝜃

1
𝑆

𝑆
∑

𝑖=1

‖

‖

‖

𝐹𝜃(𝐼 𝑖𝑛𝑜𝑖𝑠𝑦) − 𝐼 𝑖𝑐𝑙𝑒𝑎𝑛
‖

‖

‖1
, (7)

where 𝜃 denotes the parameter set of our EWT, 𝐹 (𝐼𝑛𝑜𝑖𝑠𝑦) = 𝐼 ′𝑐𝑙𝑒𝑎𝑛 is the
reconstruct noise-free image.
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Fig. 2. Schematic diagram of Frequency-domain Conversion Pipeline (FCP).
3.1. Frequency-domain Conversion Pipeline (FCP)

Effective sampling of an image is a necessary considered problem
in image restoration tasks since the resolution of the input image is
usually very large. This means that it will take a lot of calculation
costs to deal with them. Initially, many strategies have been proposed,
such as the pooling or convolution operations. For image restoration
tasks, the final output needs to be restored to the original image
size. However, aforementioned operations will cause irreversible loss
of information. To solve this issue, we proposed a Frequency-domain
Conversion Pipeline (FCP) to effectively compress images to reduce
image resolution.

As shown in Fig. 2, FCP decomposes the image into four sub-images.
They have different frequencies and mainly reflect the color of filled
areas and object edges. Specifically, 𝐼𝐿𝐿 is the low-frequency informa-
tion of the image, which is an approximation of the original image. 𝐼𝐿𝐻
and 𝐼𝐻𝐿 are the frequency information of the horizontal and vertical
directions of the image, reflecting the edge characteristics of these two
directions. 𝐼𝐻𝐻 is the diagonal subband of the image, reflecting the
diagonal edge features. These sub-images can serve as priors to guide
the model to focus on frequency information and help recover texture
details. In FCP, we apply the Discrete Wavelet Transform (DWT) as the
downsampling module and the Inverse Wavelet Transform (IWT) as the
upsampling module. With the help of FCP, all information of the image
can be preserved since wavelet transform are reversible. Meanwhile, it
can capture frequency and position information, which is beneficial for
image restoration. Most importantly, wavelet transform can effectively
reduce the image resolution, thus reduce GPU memory consumption.

3.2. Multi-level Feature Aggregation Module (MFAM)

As the core component of the entire model, Multilevel Feature
Aggregation Module (MFAM) is specially designed for feature extrac-
tion and aggregation in wavelet domain. As shown in Fig. 1, MFAM
consists of a series of DFEBs and a ConvBlock, which are responsible
for the extraction and aggregation of features at different levels of the
image, respectively. Different from current methods simply stacking
Transformer layers, we carefully design a double-stream structural unit
(DFEB), and adopt the dense connection to combine the outputs of each
DFEB. In this way, hierarchical features of the model can be better
aggregated to enhance the feature representation. At the end of the
module, a ConvBlock is applied to fuse these different levels of features

𝐹𝑑 =
𝑁
∑

𝑖=1
𝐹𝑖, (8)

𝐹 ′ = 𝑓 (𝐹 ), (9)
4

𝑑 𝐶𝑜𝑛𝑣𝐵 𝑑
where 𝐹𝑖 represents the output of the 𝑖th DFEB, 𝑓𝐶𝑜𝑛𝑣𝐵 denotes the
ConvBlock, and 𝐹 ′

𝑑 denotes the aggregated features. Finally, the global
residual learning strategy is applied

𝐹𝑜𝑢𝑡 = 𝐹𝑖𝑛 + 𝐹 ′
𝑑 . (10)

Dual-stream Feature Extraction Block (DFEB): Most Transformer-
based methods limit the use of convolutional layers and only use it
for feature aggregation or downsampling. However, we found that if
the proportion of Transformer is too high, the model performance and
resource consumption will be seriously unbalanced. This is because
there are matrix operations for large tensors in Transformer, which
consume a lot of GPU memory and computing resources

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄,𝐾, 𝑉 ) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑁𝑜𝑟𝑚(𝑄𝐾𝑇 ))𝑉 . (11)

Our experiments also show that staking a large number of Trans-
formers will not significantly improve the model performance. In con-
trast, it will greatly increase the calculation time and GPU memory con-
sumption of the model. Meanwhile, we find that the CNN-based method
is significantly faster than the Transformer-based method. Moreover, as
the most widely used neural network in computer vision, CNN has been
well proven to have the natural ability to capture image information.
In particular, CNNs can extract the positional information of images
without the need for additional positional encoding embeddings while
Transformer does not have the ability to encode location information.
Although most visual Transformers have embedded the position-coding
operation, most of these operations are designed by human intuition.
It cannot be compared with the ability of CNN to automatically learn
location information. In this work, we focus on elegantly combining
CNN and Transformer to find a better solution.

Inspired by the idea of multi-scale feature extraction, we find that
the multi-branch structure can better guide the model to learn infor-
mation at different levels. Therefore, we designed the DFEB, which is
a dual-branch feature extraction module. The purpose of DFEB is to
extract different levels of information and aggregate them to improve
the expressive ability of the model. In this work, we use Transformer as
an alternative to multiple receptive fields. Specifically, Transformer and
CNN are used as two branches to extract different features in images.

As shown in Fig. 3, DFEB contains two branches: surface infor-
mation extraction branch and fine-gained information branch. The
features will be divided into two groups, one group is used to extract
rough features, and the other one is used to model the relationship
among pixels and to learn the global information. Specifically, the sur-
face information extraction branch only contains a ConvBlock (Fig. 3),
which is a simple module composed of two convolutional layers and
a ReLU activation function. This structure benefit for image surface
information extraction. The other one, fine-gained information branch
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Fig. 3. Schematic diagram of the detailed internal structure of Dual-stream Feature Extraction Block (DFEB).
introduces the visual Transformer to extract the fine-grained informa-
tion. Many methods have proved that Transformer can better model the
pixel-level features of the image. However, since the image belongs to
two-dimensional data, processing it in a serialized manner will destroy
the location information of the image. Meanwhile, due to the huge
overhead of the Transformer, it is unsuitable to directly model an entire
feature map. Therefore, we borrowed the idea of Swin Transformer (Liu
et al., 2021) to decompose the feature map into smaller windows.
Meanwhile, the window displacement mechanism is applied to enhance
the information flow and interaction between windows. As shown in
Fig. 3, (SW) MAS denotes the (Shift Window) Multi-Head Self-Attention
mechanism proposed by Swin Transformer. Finally, the outputs of CNN
and Transformer are concatenated, and convolutional layers are used to
weight and fuse different features to guide the module to learn useful
features adaptively.

4. Experiments

4.1. Datasets

In this paper, we use 800 training images in DIV2K (Agustsson
& Timofte, 2017) as the training set. For evaluation, we choose six
benchmark test sets, including Set12 (Zeyde, Elad, & Protter, 2010),
BSD68 (Roth & Black, 2005), Kodak24 (Franzen, 1999), CBSD68 (Mar-
tin, Fowlkes, Tal, & Malik, 2001), and Urban100 (Huang, Singh, &
Ahuja, 2015). In addition, we choose additive white Gaussian noise
(AWGN) as our research object since AWGN is the best approximation
of the real mixture noise, which can simulate the disturbance of real
noise to the image. Following previous works, we use Set12, BSD68,
and Urban100 to evaluate the performance of EWT in grayscale images,
and use Kodak24, CBSD68, and CUrban100 to evaluate the denoising
effect of model on color images.

4.2. Evaluation metrics

In this work, we use Peak Signal-to-Noise Ratio (PSNR) to evaluate
the quality of reconstructed images. PSNR is a metric commonly used to
assess the quality of reconstructed images, particularly in the context of
image compression and denoising algorithms. It is defined as the ratio
of the maximum possible value of a signal to the noise level added when
5

the signal is compressed or otherwise altered. The higher the PSNR
value, the closer the reconstructed image is to the original, with a lower
level of perceived noise.

4.3. Implementation details

Before training, we generate noisy images by adding AWGN with
different noise levels. To verify the effectiveness of the model, we set
the noise level 𝜎 = 15, 25, and 50 for grayscale images and set 𝜎 = 10,
30, and 50 for color images. During training, we randomly choose 16
noisy patches as inputs and these patches are randomly rotated and
flipped to enhance the data. In addition, EWT is implemented with
PyTorch framework and updated with the Adam optimizer.

In the final model, we use a single-scale wavelet to sample the
image. The size of all convolution kernels in the model is 3 × 3, the 𝜆
in the ConvBlock is set to 0.1, and the embedding dimension of MFAM
is set to 180. In addition, we use 4 DFEBs in MFAM, and each DFEB
contains 1 ConvBlock and 6 Transformer blocks. In the Transformer,
the window size is set to 8, the number of attention heads is set to 6,
and the MLP dimension is as twice as the embedding dimension.

4.4. Comparisons with state-of-the-art methods

Gray-scale Image Denoising: In Table 2, we report PSNR results
of different SID methods on three benchmark test sets. Obviously, EWT
achieves competitive results on these test sets with different noise
levels. It is worth noting that MWCNN is also a wavelet-based SID
model, which achieves close results to EWT on BSD68 (𝜎 = 25 and 50).
However, it cannot be ignored that the results of MWCNN under other
test sets are worse than EWT, including the average result. Meanwhile,
MWCNN uses multiple training sets to train the model, which contains
5744 images (7 times of our training images). Under this disparity,
EWT still achieves close or better results, which fully demonstrates its
effectiveness.

In Fig. 4, we provide the visual comparison of the denoised images
with noise levels 𝜎 = 50. According to the figure, we can clearly observe
that the images reconstructed by other methods contain a lot of noise
and artifacts. In contrast, our EWT can reconstruct high-quality images
with more clear and accurate texture details and edges. This illustrates

the performance of our EWT.
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Table 2
PSNR (dB) comparison with other classic SID methods (BM3D (Dabov, Foi, Katkovnik, & Egiazarian, 2007), WNNM (Gu, Zhang, Zuo, & Feng, 2014), IRCNN (Zhang, Zuo, Gu &
Zhang, 2017), DnCNN (Zhang, Zuo, Chen, et al., 2017), FFDNet (Zhang et al., 2018), RED30 (Mao, Shen, & Yang, 2016), SCN (Fan, Yu, Liu, & Huang, 2020), ADNet (Tian, Xu,
Li, et al., 2020), MLEFGN (Fang et al., 2021), MSANet (Gou, Hu, Lv, Zhou, & Peng, 2022), and MWCNN (Liu et al., 2018)) on grayscale image test datasets. The best results are
highlighted.

Method Set12 BSD68 Urban100

Noise level 15 25 50 15 25 50 15 25 50

BM3D 32.37 29.97 26.72 31.08 28.57 25.60 32.35 29.70 25.95
WNNM 32.70 30.28 27.05 31.37 28.83 25.87 32.97 30.39 26.83
IRCNN 32.76 30.37 27.12 31.63 29.15 26.19 32.46 29.80 26.22
DnCNN 32.86 30.44 27.18 31.73 29.23 26.23 32.64 29.95 26.26
FFDNet 32.75 30.43 27.32 31.63 29.19 26.29 32.40 29.90 26.50
RED30 32.83 30.48 27.34 31.72 29.26 26.35 32.75 30.21 26.48
SCN 31.99 30.64 27.43 31.80 29.31 26.34 32.99 30.39 26.84
ADNet 32.98 30.58 27.37 31.76 29.35 26.32 33.09 30.41 26.82
MLEFGN 33.04 30.66 27.54 31.81 29.34 26.39 33.21 30.64 27.22
MSANet 33.07 30.71 27.59 31.79 29.35 26.25 32.81 30.41 27.33
MWCNN 33.15 30.79 27.74 31.86 29.41 26.53 33.17 30.66 27.42
EWT (Ours) 33.25 30.89 27.83 31.90 29.43 26.55 33.57 31.10 27.72
Table 3
PSNR (dB) comparison with other classic SID methods (CBM3D (Dabov et al., 2007), IRCNN (Zhang, Zuo, Gu & Zhang, 2017), DnCNN (Zhang, Zuo, Chen, et al., 2017), FFDNet
(Zhang et al., 2018), MLEFGN (Fang et al., 2021), RNAN (Zhang, Li, Li, Zhong, & Fu, 2019), RDN (Zhang et al., 2021), MSANet (Gou et al., 2022)) on color image test datasets.
The best results are highlighted.

Method Kodak24 CBSD68 CUrban100

Noise level 10 30 50 10 30 50 10 30 50

CBM3D 36.57 30.89 28.63 35.91 29.73 27.38 36.00 30.36 27.94
IRCNN 36.70 31.24 28.93 36.06 30.22 27.86 35.81 30.28 27.69
DnCNN 36.98 31.39 29.16 36.31 30.40 28.01 36.21 30.28 28.16
FFDNet 36.81 31.39 29.10 36.14 30.31 27.96 35.77 30.53 28.05
MLEFGN 37.04 31.67 29.38 36.37 30.56 28.21 36.42 31.32 28.92
RNAN 37.24 31.86 29.58 36.43 30.63 28.27 36.59 31.50 29.08
RDN 37.31 31.94 29.66 36.47 30.67 28.31 36.69 31.69 29.29
MSANet 37.16 31.78 29.57 36.40 30.67 28.36 36.60 31.62 28.94
EWT (Ours) 37.31 31.96 29.67 36.52 30.72 28.39 36.73 31.86 29.57
Fig. 4. Visual comparison on grayscale images with 𝜎 = 50. Obviously, our EWT can reconstruct high-quality noise-free images with clear edges.
Color Image Denoising: As for color image denoising, we use
Kodak24, CBSD68, and CUrban100 to verify its performance. According
to Table 3, we can clearly observe that our EWT still achieves excellent
results on color images, especially on CUrban100. Among them, RDN
is recognized as one of the most advanced SID models, which is spe-
cially designed for color image denoising. Compared with it, our EWT
achieved close results on Kodak24 and better results on CBSD68 and
CUrban100. It is worth noting that our EWT achieves better average
result than RDN with only half of parameters (EWT: 11M vs RDN: 22M).
These results fully demonstrate the denoising ability of our proposed
EWT on color images.

In Fig. 5, we provide the visual comparisons of the denoised images
with 𝜎 = 50 on CBSD68. In this part, we also choose four most
representative CNN-based image denoising methods for comparison,
including MSANet, MLEFGN, Uformer, and Restormer. Obviously, our
EWT can reconstruct high-quality noise-free images with sharper and
6

more accurate edges. This is due to the fact that the Transformer
introduced in EWT can capture the global information of the image,
thereby reconstructing high-quality image. All these results further
illustrate the performance of EWT.

4.5. Restoration on other synthetic noise

The noise used in practical applications is usually more than Gaus-
sian noise, and other noises are also very common, such as Poisson
noise and Speckle noise. Since it has a more complex distribution, it
also needs to be considered emphatically. In order to verify the general
applicability of the method, Table 4 compares EWT with three classic
image restoration Transformer methods. The results show that our EWT
also performs well in other noisy images. This further validates the
effectiveness of the proposed EWT, and also reflects the generality of
EWT on different noisy images.
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Fig. 5. Visual comparison on color images with 𝜎 = 50. Obviously, our EWT can reconstruct high-quality noise-free images.
Fig. 6. Visual comparison on real-noise images (SIDD Abdelhamed & Lin, 2018). Obviously, EWT can reconstruct high-quality noise-free images. It is worth noting that SIDD
provides ground-truth as label.
Fig. 7. Visual comparison on real-noise images (RNI15 Lebrun, Colom, & Morel, 2015). Obviously, EWT can reconstruct high-quality noise-free images. It is worth noting that
RNI15 do not provide ground-truth as label.
Table 4
Quantitative comparison with other Transformer methods on Poisson and Speckle noise. Best results are highlight.

Noise level Poisson Speckle

Method Kodak24 CBSD68 Urban100 Kodak24 CBSD68 Urban100

SwinIR 37.09 dB 36.44 dB 36.58 dB 31.07 dB 29.87 dB 29.91 dB
Uformer 36.80 dB 36.08 dB 36.20 dB 30.71 dB 29.42 dB 29.72 dB
Restormer 37.14 dB 36.51 dB 36.61 dB 31.01 dB 29.85 dB 29.90 dB
EWT (Ours) 37.20 dB 36.52 dB 36.64 dB 31.24 dB 29.98 dB 29.91 dB
4.6. Restoration on real images

Real image denoising is a more difficult task since real image noise
comes from multiple sources. In this part, real noisy images are used
to further assess the practicability of the proposed EWT. In Table 5,
we provide PSNR comparisons of EWT with other models specially
7

designed for real image denoising. Among them, * denote the model
using additional training sets to train the model. Obviously, our model
still achieves the best result even without using additional training sets.
This further validates the effectiveness and versatility of our EWT. In
addition, we also provide the visual comparison on SIDD (Abdelhamed
& Lin, 2018) and RNI15 (Lebrun et al., 2015) sets in Fig. 6 and 7,
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Table 5
Real image denoising comparison with DnCNN (Zhang, Zuo, Chen, et al., 2017), BM3D (Dabov et al., 2007), CBDNet (Guo, Yan, Zhang, Zuo, & Zhang, 2019), RIDNet (Anwar &
Barnes, 2019), AINDNet (Kim, Soh, Park, & Cho, 2020), VDN (Yue, Yong, Zhao, Meng, & Zhang, 2019), SADNet (Chang, Li, Feng, & Xu, 2020), DANet+ (Yue, Zhao, Zhang, &
Meng, 2020), CycleISR (Zamir et al., 2020), DeamNet (Ren, He, Wang, & Zhao, 2021) on SIDD (Abdelhamed & Lin, 2018). Best results are highlight.

Method DnCNN BM3D CBDNeta RIDNeta AINDNeta VDN SADNeta DANet+a CycleISRa DeamNeta EWT (Ours)

PSNR 23.66 dB 25.65 dB 30.78 dB 38.71 dB 38.95 dB 39.28 dB 39.46 dB 39.47 dB 39.52 dB 39.35 dB 39.52 dB

a Denote the model using additional training sets to train the model.
Table 6
Study of Multi-level Wavelet on color images (Kodak24, noise level 𝜎 = 30).

Case Multi-Level Time Patchsize GPU FLOPs PSNR

1 1 11.96 s 64 7636 MiB 17.82 G 31.78
2 2 3.09 s 64 3658 MiB 4.50 G 31.62
3 3 1.91 s 64 2758 MiB 1.18 G 27.94

Table 7
Study of the combination strategy of CNN and Transformer on color images (Kodak24,
noise level 𝜎 = 30).

Case Branch1 Branch2 Params Time GPU FLOPs PSNR

1 Conv Conv 6.45 M 2.44 s 1459 MiB 13.32 G 31.12
2 Trans Trans 6.08 M 7.37 s 6050 MiB 8.29 G 31.66
3 Conv Trans 6.12 M 6.21 s 4934 MiB 9.52 G 31.72

respectively. Obviously, EWT still can reconstruct high-quality noise-
free images. This demonstrates that EWT also performs well on the real
image denoising task.

5. Ablation studies

5.1. Wavelet investigation

In this section, we designed a series of studies in Table 6 to further
verify the influence of multi-level wavelet on the model performance.
Among them, cases 1, 2, and 3 denote the different levels of wavelet
with fixed patch size. According to these results, we can find that
when the number of wavelet transforms used increases, the required
execution time and GPU memory consumption will be greatly reduced.
However, it cannot be ignored that the performance of the model will
also decrease. This is because multiple downsampling operation makes
the resolution of the image gradually decrease, so the GPU memory
consumption will greatly reduced. However, low-resolution will lead
to the loss of local information, making it difficult to reconstruct high-
quality images. Therefore, multi-level wavelet-based models can be
applied to mobile devices, which have strict restrictions on memory and
execution time. In summary, the wavelet is effective to balance model
performance and resource consumption. At the same time, multi-level
wavelet can be considered according to actual needs.

5.2. Research on combination strategies in DFEB

As the most important component of EWT, Dual-branch Feature Ex-
traction Block (DFEB) is designed for feature extraction while reducing
the model size and shortening the running time. This is benefit from the
double-branch structure in DFEB, which can elegantly combine CNN
and Transformer. In order to verify the effectiveness of this strategy,
we designed a series of experiments in Table 7. Among them, all
models only use two DFEBs and are trained with patchsize=64 for
uick verification. According to the table, we can observe that the
se of convolutional layers will lead to an increase in the number
f parameters and FLOPs, and the use of Transformer will lead to
ore GPU memory consumption and longer execution time. It is worth
oting that the model using our proposed strategy achieves the best
SNR result and intermediate results on multiple metrics. Therefore,
e can conclude that the combination of CNN and Transformer is
8

ecessary and effective.
Table 8
PSNR (dB) and parameter quantity comparison with DHDN (Yu et al., 2019) and DIDN
(Park et al., 2019) on color image test datasets.

Method Noise level DHDN DIDN EWT (Ours)

Kodak24
𝜎 = 10 37.33 37.32 37.31
𝜎 = 30 31.95 31.97 31.96
𝜎 = 50 29.67 29.72 29.67

CBSD68
𝜎 = 10 36.45 36.48 36.52
𝜎 = 30 30.41 30.70 30.72
𝜎 = 50 28.02 28.35 28.39

Parameters 168 M 165 M 11.8 M

5.3. Model size investigations

Increasing the depth of the model is the easiest way to improve
the model performance. However, it cannot be ignored that these
models (Park et al., 2019; Yu et al., 2019; Zhang et al., 2021) also
accompanied by a large number of parameters. In Fig. 8, we provide the
performance and parameter comparisons of EWT with other SID mod-
els, including IRCNN (Zhang, Zuo, Gu & Zhang, 2017), DnCNN (Zhang,
Zuo, Chen, et al., 2017), FFDNet (Zhang et al., 2018), ADNet (Tian,
Xu, Li, et al., 2020), BRDNet (Tian, Xu, & Zuo, 2020), MLEFGN (Fang
et al., 2021), RNAN (Zhang et al., 2019), RDN (Zhang et al., 2021),
DIDN (Park et al., 2019), and IPT (Chen et al., 2021). Among them,
the red star represents our EWT. Obviously, EWT achieves competitive
results with few parameters, which strike a good balance between the
performance and size of the model. Moreover, we provide a detailed
comparison with DHDN (Yu et al., 2019) and DIDN (Park et al., 2019)
in Table 8. Obviously, EWT achieves best results on CBSD68 and
close results on Kodak24 with only 1/14 parameters of DHDN and
DIDN. All these results validate that EWT is an efficient and accurate
SID model.

5.4. Comparison with SwinIR

In the submitted paper, we compared EWT with SwinIR (Liang
et al., 2021) to verify the positive effect of wavelet on the model.
Here, we provide more datasets to further verify the effectiveness of
EWT. As we mentioned before, SwinIR uses additional training sets
and the GPU memory required for it exceeds the maximum limit of our
device. Therefore, for a fair comparison, we build a simplified version
called SwinIR⋆. The embedding dimension of MFAM in SinwIR⋆ and
our EWT⋆ are both reduced from 180 to 120, and these two models are
retrained under the same data set and settings. In Table 9, we provide
the parameters amount of the two models, the GPU memory occupied
during training (patch size: 56 × 56), the PSNR results and the average
execution time on different test sets. According to these results, we can
clearly observe that our EWT⋆ achieves close PSNR results (0.04dB–
0.06 dB worse than SiwnIR⋆) to SwinIR⋆ with only 1/6 running time
and 1/3 GPU memory consumption. This huge breakthrough fully
demonstrated the advancement and effectiveness of the proposed EWT.

In Fig. 9 and 10, we provide the visual comparisons with SwinIR
(Liang et al., 2021) on grayscale and color images, respectively. It
is worth noting that the SwinIR results used here are the denoised
image reconstructed by the original paper provided pre-trained model,

which uses DIV2K (Agustsson & Timofte, 2017) (800 training images),
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Fig. 8. Model performance and size comparison with other SID methods on CBSD68.
Table 9
Comparison with SwinIR⋆ on Kodak24 (Noise level 𝜎 = 30, color).

Method Patchsize GPU Time Params PSNR

SwinIR⋆ 56 18432 MiB 53.29 s 5.17 M 31.79 dB
EWT⋆ 56 6347 MiB 9.14 s 5.18 M 31.73 dB
EWT⋆

𝑤∕𝑜𝐹𝐶𝑃 56 14032 MiB 38.14 s 5.12 M 31.70 dB
EWT⋆

𝐶ℎ𝑎𝑛𝑛𝑒𝑙−𝑎𝑡𝑡𝑡𝑖𝑜𝑛 56 5279 MiB 4.62 s 5.17 M 31.62 dB
EWT⋆

𝑃 𝑖𝑥𝑎𝑙−𝑎𝑡𝑡𝑡𝑖𝑜𝑛 56 12274 MiB 25.38 s 5.23 M 31.69 dB

Fig. 9. Visual comparison with SwinIR (Liang et al., 2021) on grayscale image.
Obviously, EWT can reconstruct more accurate and clear edges. (Set12 Zeyde et al.,
2010, 𝜎 = 50).

Flickr2K (Lugmayr et al., 2019) (2650 images), BSD500 (Martin et al.,
2001) (400 training and testing images) and Waterloo Exploration
Database (Ma et al., 2016) (4744 images) for training. However, our
EWT only use 800 training images from DIV2K, which is 1/10 of the
SwinIR training set. According to the results, we can clearly observe
that although SwinIR achieved slightly better PSNR results than our
EWT, the reconstructed denoised images are also smoother and lack
texture details. In contrast, our EWT can reconstruct sharper and more
accurate image edges. This is because the introduced wavelet can
capture the frequency and position information of the image, which
is beneficial to restore the detailed features of the image. Therefore,
we can draw the following conclusions: (1). Compared with SwinIR,
our EWT can achieve close results with less GPU memory consumption
and faster inference time; (2) Compared with SwinIR, our reconstructed
denoised images have richer texture details and more accurate edges.
All these results further validate the effectiveness of EWT. To sum
up, our method has more advantages than previous Transformer-based
9

models, which achieve a good balance between the performance and
efficiency of the model.

5.5. Comparison with MWCNN

In this paper, we proposed a novel EWT for SID. This is the first
attempt of Transformer in wavelet domain. As we mentioned in the
previous section, EWT was proposed inspired by MWCNN (Liu et al.,
2018). Therefore, we give a detailed comparison with MWCNN in
Table 10. According to the table, we can clearly observe that our EWT
achieves better results on the vast majority of datasets and noise levels
with fewer parameters. This fully demonstrates the effectiveness of the
proposed EWT. Meanwhile, it also means that it is meaningful and
feasible to combine wavelet and Transformer, which further promoted
the development of the wavelet in SID.

5.6. DFEB quantity investigations

We also study the impact of the number of Dual-stream Feature
Extraction Blocks (DFEBs) on model performance, execution time, and
GPU usage in Table 11. In this part, we set the patchsize to 64 to speed
up training. Obviously, when the number of DFEBs is increased from
1 to 2, the model performance improves by 0.17 dB. Continuing to
increase the number of DFEBs can further improve the performance
of the model, but the growth rate will gradually decrease. At the same
time, it cannot be ignored that as the number of DFEBs increases, the
GPU memory consumption and execution time of the model will greatly
increase. Therefore, to ensure the efficiency of the model, we use 4
DFEBs in the final version of EWT.

5.7. Efficiency investigation

In this Section, we compare with SwinIR (Liang et al., 2021),
Uformer (Wang et al., 2022), and Restormer (Zamir et al., 2022) to
further verify the efficiency of EWT. All models are retrained under the
same dataset and settings. As can be seen from Table 12, EWT achieved
better results than Uformer and Restorer with less GPU memory and
execution time. It is worth noting that Uformer does improve efficiency
through multiple downsampling but seriously affects the performance
of the model. This is why we introduced the wavelet transform to
replace the downsampling operation since the downsampling operation
will cause a large number of features to be lost. Compared with
SwinIR, the performance of EWT is slightly worse, but the speed
is increased by more than 80% and the GPU memory usage is
reduced by more than 60%. In summary, our EWT is a very potential
method for SID and provide a new solution for image restoration.



Neural Networks 177 (2024) 106378J. Li et al.
Fig. 10. Visual comparison with SwinIR (Liang et al., 2021) on color image. Obviously, EWT can reconstruct more accurate and clear lines. (𝜎 = 50).
Table 10
Comparison with MWCNN (Liu et al., 2018) on grayscale images. The best results are highlighted.

Method Param Set12 BSD68 Urban100

Noise level 15 25 50 15 25 50 15 25 50

MWCNN 19.2 M 33.15 30.79 27.74 31.86 29.41 26.53 33.17 30.66 27.42
EWT (Ours) 11.8 M 33.25 30.89 27.83 31.90 29.43 26.55 33.57 31.10 27.72
Table 11
Study of the DFEB number to model performance (Kodak24, 𝜎 = 30, color). xN stands
for N DFEBs.

Case DFEBs Params Time GPU Flops PSNR

1 ×1 3.34 M 3.01 s 2656 MiB 5.44 G 31.55
2 ×2 6.12 M 6.21 s 4934 MiB 9.52 G 31.72
3 ×3 8.84 M 9.84 s 6324 MiB 13.69 G 31.75
4 ×4 11.8 M 11.96 s 7636 MiB 17.82 G 31.78

Table 12
Detailed comparison with Transformer-based method under Gaussian noise condition
(Noise level 𝜎 = 30).

Method GPU Params Dataset PSNR Time

SwinIR 18432 MiB 5.17 M
Kodak24 31.79 dB 53.29 s
CBSD68 30.64 dB 85.91 s
CUrban100 31.36 dB 232.46 s

Uformer 6875 MiB 5.28 M
Kodak24 31.57 dB 9.46 s
CBSD68 30.07 dB 16.21 s
CUrban100 30.82 dB 44.50 s

Restormer 21894 MiB 12.47 M
Kodak24 31.62 dB 42.86 s
CBSD68 30.51 dB 82.53 s
CUrban100 31.16 dB 215.02 s

EWT 6347 MiB 5.18 M
Kodak24 31.73 dB 9.14 s
CBSD68 30.60 dB 14.34 s
CUrban100 31.35 dB 43.77 s

6. Limitation and feature works

Utilizing self-attention mechanisms in the Transformer model is
pivotal for capturing global dependencies. However, when this model
is employed in low-level visual tasks, it excessively concentrates on
semantic interactions among pixels. Consequently, its efficacy in man-
aging images with intricate contextual information or long-term depen-
dencies is diminished, potentially compromising the quality of the final
image. Although attempts have been made to mitigate this drawback
by integrating CNN branches into EWT, there remains a necessity for
further deliberation on how to align these two types of information
effectively. Therefore, future research must prioritize addressing the
alignment issues between different types of information to enhance the
performance and applicability of the model.
10
7. Conclusion

In this work, a novel Efficient Wavelet-Transformer (EWT) is pro-
posed for single image denoising (SID). This is a new attempt of
Transformer in the wavelet domain. Specifically, we introduced a
Frequency-domain Conversion Pipeline (FCP). FCP can preserve image
features while reducing the image resolution with the help of DWT
and IWT. Meanwhile, an efficient Multi-level Feature Aggregation
Module (MFAM) is proposed to make full use of hierarchical features.
In addition, a novel Dual-stream Feature Extraction Block (DFEB)
is specially designed for local and global features extraction, which
combines the advantages of CNN and Transformer that can take into
account the information of different levels. Extensive experiments show
that the proposed EWT model significantly improves the efficiency of
the original Transformer, with an increase in speed of over 80% and
a reduction in GPU memory usage of over 60%. This efficiency makes
our model more suitable for real-world applications.
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