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Results
☞Multi-scale Residual Network
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Method

☞Multi-scale Residual Block

Contribution
☞We propose a novel multi-scale residual
block (MSRB), which can not only detect
the image features adaptively, but also
achieve feature fusion at different scales.

☞We extend our work to computer vision
tasks and the results exceed most of state-
of-the-art methods in SISR without deep
network structure. MSRB can also be used
for feature extraction in other restoration
tasks which show promising results.

☞We propose a simple architecture for
hierarchical features fusion (HFFS) and
image reconstruction. It can be easily
extended to any upscaling factors.

☞Hierarchical Feature Fusion Structure (HFFS)
We introduce a bottleneck layer which is essential for a convolutional layer with 1x1
kernel. The output of hierarchical feature fusion structure (HFFS) can be formulated as:
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Our	ultimate	goal	is	to	learn	an	end-to-end	mapping	function	𝐹 between the 𝐼@A and 
the 𝐼XA . The loss function of ourmodel can be defined as:

where 𝑀C is the output of the first convolutional layer, 𝑀W	(𝑖 ≠ 0) represents the output 
of the 𝑖`aMSRB, and [𝑀C, 𝑀", 𝑀2,…, 𝑀E] denotes the concatenationoperation.
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Quantitative comparison of three different feature extraction blocks (residual block, dense block, and MSRB) on SISR.

Quantitative comparison

SISR aims to reconstruct a high-resolution
(HR) image from a low-resolution (LR)
image, which is an ill-posed problem since
the mapping between LR and HR has
multiple solutions.

Currently, convolutional neural networks
(CNNs) have indicated that they can provide
remarkable performance in the SISR
problem. More and more models tend to
construct deeper and more complex network
structures, which means training these
models consumes more resources, time, and
tricks.

We also found most existing SR models
have the following problems:
(a) Hard to Reproduce.

(b) Inadequate of Features Utilization.

(c) Poor Scalability.


